Abstract

Federated learning (FL) operates based on model exchanges between the server and the clients, and suffers from significant communication as well as client-side computation burden. While emerging split learning (SL) solutions can reduce the client-side computation burden by splitting the model architecture, SL-based ideas still require significant time delay and communication burden for transmitting the forward activations and backward gradients at every global round. In this paper, we propose a new direction to FL/SL based on updating the client/server-side models in parallel, via local-loss-based training specifically geared to split learning. The parallel training of split models substantially shortens latency while obviating server-to-clients communication. We provide latency analysis that leads to optimal model cut as well as general guidelines for splitting the model. We also provide a theoretical analysis for guaranteeing convergence of our method. Extensive experimental results indicate that our scheme has significant communication and latency advantages over existing FL and SL ideas.

1. Introduction

Federated learning (FL) (McMahan et al., 2017; Konečný et al., 2016b) is being regarded as a promising direction for distributed learning, as it enables clients to collaboratively train a global model without directly uploading their privacy-sensitive data to the server. However, in FL, each client should repeatedly download the entire model from the server, update the model, and upload it back to the server. This training process causes significant computation/communication burdens especially with deep neural networks having large numbers of model parameters. Moreover, when the computing powers and the transmission rates of the clients are low (e.g., mobile/IoT devices), FL requires significant computation/communication delays. These issues can limit the application of FL in practical scenarios aiming to train a large-scale model using local data of clients given low computing powers and low transmission rates.

Split learning (SL) (Gupta & Raskar, 2018; Vepakomma et al., 2018; Thapa et al., 2020) is another recent approach for this setup, which can reduce the computation burden at the clients by splitting the model $w$ into two parts: the first few layers (client-side model $w_C$) are allocated to the clients, and the remaining layers (server-side model $w_S$) are allocated to the server. Since each client only need to train the first few layers of the model, the computational burden at each client is reduced compared to FL.

However, existing SL-based ideas still have two critical issues in terms of latency and communication efficiency. First, existing SL solutions still require significant time delay, since each participating client should wait for the backpropagated gradients from the server in order to update its model. Moreover, the communication burden can still be substantial for transmitting the forward/backward signals via uplink/downlink communications at each global round.

Contributions: In this paper, we propose a fast and communication-efficient solution that provides a new direction to federated/split learning, by addressing the high latency requirement and high communication resource requirement of current FL and SL-based approaches. Motivated by the idea of local-loss-based training (Nøkland & Eidnes, 2019; Belilovsky et al., 2020), instead of considering the conventional loss function that is computed at the output of the model $w$, we introduce alternative local loss functions specifically geared to the split learning setup. We develop an algorithm where the client-side models can be updated without receiving the backpropagated signals from the server, significantly improving latency and communication efficiency. Fig. 1 compares our idea with FL and the state-of-the-art SL approach, termed SplitFed (Thapa et al., 2020). Our main contributions are summarized as follows:

- We propose a new federated split learning algorithm that addresses the latency and communication
2. Basic Setup and Related Works

Consider a system with a single server and $N$ clients having their own local/private data. FL and SL are the recent ideas that aim to train a model in this setup. The goal is generally to find $\mathbf{w}^*$ that minimizes the loss function defined as $F(\mathbf{w}) = \frac{1}{N} \sum_{k=1}^{N} F_k(\mathbf{w})$. Here, $F_k(\mathbf{w})$ is the loss function at client $k$ defined as $F_k(\mathbf{w}) = \frac{1}{|D_k|} \sum_{x \in D_k} \ell(x; \mathbf{w})$ where $D_k$ is the dataset of client $k$ and $\ell(x; \mathbf{w})$ is the loss computed by the model $\mathbf{w}$ and the data sample $x$.

**Federated Learning:** In FL (McMahan et al., 2017; Konečný et al., 2016b;a; Li et al., 2020), the above problem is solved via repeated model download at the clients and aggregation at the server. At every global round $t$, the server randomly selects $A_t$, a set of $K$ clients participating in FL in this round. Each client $k \in A_t$ downloads the model $\mathbf{w}^t$ from the server and performs local update to obtain $\mathbf{w}^{t+1}_k$. The server aggregates the models from all clients to obtain $\mathbf{w}^{t+1} = \frac{1}{K} \sum_{k \in A_t} \mathbf{w}^{t+1}_k$ and moves on to the next round. However, when training a large-scale model, FL causes significant communication burden between the server and the clients for model exchange, and considerable computation burden for training the model at low-powered clients.

**Split Learning:** SL (Gupta & Raskar, 2018; Vepakomma et al., 2018; Thapa et al., 2020) is another direction to train the model in this setup while reducing the computation burden at the clients compared to FL. The basic idea of SL approaches is to split the model $\mathbf{w}$ into two modules as $\mathbf{w} = [\mathbf{w}_C, \mathbf{w}_S]$. The first few layers $\mathbf{w}_C$ correspond to the client-side model, and the remaining layers $\mathbf{w}_S$ correspond to the server-side model. Among existing SL ideas, SplitFed (Thapa et al., 2020) achieves the state-of-the-art performance by parallelizing SL. At each global round $t$, the server randomly selects a set $A_t$ that consists of $K$ participating clients in the current round. Each client $k \in A_t$ downloads the client-side model $\mathbf{w}^{t}_C$ from the server, performs forward propagation with its local data, and sends the output and the corresponding labels to the server. The server proceeds forward propagation, computes the loss, and performs backpropagation to update the server-side models in parallel, as in Fig. 1(b). Now the server transmits the corresponding backpropagated signal to each client. Each client $k$ can update the model by proceeding backpropagation to obtain $\mathbf{w}^{t+1}_{C,k}$. Finally, the server aggregates the updated models from all clients to obtain $\mathbf{w}^{t+1} = \frac{1}{K} \sum_{k \in A_t} \mathbf{w}^{t+1}_{C,k}$. The server-side models are also aggregated to obtain $\mathbf{w}^{t+1}_S$. However, although SplitFed can reduce the client-side computation burden compared to FL, existing SL-based ideas still have issues in terms of latency and communication efficiency; all participating clients should receive the backpropagated signals from the server in order to update their models, which require significant time delay and communication resources at every global round.

**Local-loss-based training:** Local-loss-based training represents schemes that aim to train a model using local error signals (local loss functions) instead of using the conventional global loss function. Auxiliary networks are utilized to compute the local error signals. By utilizing the local losses, layer-wise training (Nokland & Eidnes, 2019; Belilovsky et al., 2019) or module-wise training (Belilovsky et al., 2020; Laskin et al., 2020) is possible without receiving the backpropagated signals from the previous layer or module. While existing works on local-loss-based training consider a centralized setup (i.e., central node having the entire dataset and the model), in this paper, we specifically focus on a distributed setup (i.e., data distributed across the clients and model split between the client/server) and
propose a local-loss-based training method highly tailored to split learning. Theoretical and experimental results indicate that our new algorithm can provide a new direction to federated/split learning via local-loss-based training.

3. Proposed Algorithm

In this section, we describe our algorithm which addresses the latency and communication burden issues of FL and SL. As in SL approaches, we first split the model \( w \) into the client-side model \( w_C \) and the server-side model \( w_S \). Our goal is to obtain the optimal model \( w^* = [w_C^*, w_S^*] \).

3.1. Local Loss Functions

Instead of considering the conventional loss function that is computed at the output of the model \( w \), our idea is to consider two different local loss functions specifically geared to the split learning setup.

**Client-side local loss function:** We first describe the client-side local loss function. We introduce an auxiliary network \( a_C \) to make a prediction at the client-side and then compute the local loss. Here, the auxiliary network \( a_C \) is the extra layers connected to the client-side model \( w_C \); the output of \( w_C \) becomes the input of \( a_C \). Both convolutional neural networks or multilayer perceptrons (MLP) can be utilized for the auxiliary network \( a_C \), which is our design choice. In this work, we adopt a MLP for \( a_C \) as in (Belilovsky et al., 2020; Laskin et al., 2020) to match the dimension between \( a_C \) and the target label. We show later in Section 5 that only a very small size auxiliary network is sufficient (0.1% of the entire model size \(|w|\)) to achieve the state-of-the-art performance. Our goal is to find \( w_C^* \) and \( a_C^* \) that minimizes the client-side loss function \( F_C(\cdot) \) which is the average of local loss functions of all clients:

\[
\min_{w_C, a_C} F_C(w_C) = \min_{w_C, a_C} \frac{1}{N} \sum_{k=1}^{N} F_{C,k}(w_C, a_C),
\]

(1)

where \( F_{C,k}(\cdot, \cdot) \) is the local loss function of the client-side model at client \( k \), defined as \( F_{C,k}(w_C, a_C) = \frac{1}{|D_k|} \sum_{x \in D_k} \ell(x; w_C, a_C) \). Here, \( \ell(x; w_C, a_C) \) is the cross-entropy loss computed using input \( x \), client-side model \( w_C \) and the auxiliary network \( a_C \).

**Server-side local loss function:** The local loss function of the server-side model \( w_S \) is defined based on the optimal client-side model \( w_C^* \), defined in (1). We would like to find \( w_S^* \) that minimizes the server-side loss function \( F_S(\cdot) \):

\[
\min_{w_S} F_S(w_S) = \min_{w_S} \frac{1}{N} \sum_{k=1}^{N} F_{S,k}(w_S, w_C^*),
\]

(2)

where \( F_{S,k}(\cdot, \cdot) \) is the local loss function of the server-side model corresponding to client \( k \), defined as \( F_{S,k}(w_S, w_C^*) = \frac{1}{|D_k|} \sum_{x \in D_k} \ell(g_{w_C^*}(x); w_S) \). Here, note that the input of \( \ell(g_{w_C^*}(x); w_S) \) is \( g_{w_C^*}(x) \), which is defined as the output of the model \( w_C^* \) given the input \( x \). We also note that the auxiliary network is not necessary at the server-side; the loss can be directly computed without the auxiliary network after finishing forward propagation of the server-side model.

3.2. Algorithm Description

Now we describe our algorithm to solve the above problem. Starting from the initial model \( w^0 = [w^0_C, w^0_S] \), we obtain \( w^T = [w^T_C, w^T_S] \) after \( T \) global rounds. As in (Thapa et al., 2020), we consider two different servers, the main server and the fed server. The main server updates \( w_S \) while the fed server only aggregates the models sent from the clients via FedAvg. In the beginning of each global round \( t \), the server randomly selects the participating group \( A_t \) with \( K \) clients. Now we have the following four steps with steps 3 and 4 working in parallel.

**Step 1 (Model download):** At a specific global round \( t \), each client \( k \in A_t \) downloads \( w^t_C \) and \( a^t_C \) from the fed server and lets \( w^t_{C,k} = w^t_C, a^t_{C,k} = a^t_C \).

**Step 2 (Forward propagation and upload):** Based on the downloaded model \( w^t_{C,k} \), each client \( k \) performs forward propagation for all data samples \( x \in D_k \) in a specific mini-batch \( D_k \). Specifically, client \( k \) obtains \( g_{w^t_{C,k}}(x) \) for all \( x \in D_k \), which is the output of the model \( w^t_{C,k} \) given an input data \( x \). Then each client \( k \) uploads \( g_{w^t_{C,k}}(x) \) to the main server for all \( x \in D_k \).

**Step 3 (Client-side model update and aggregation):** Now based on the local loss function, each client \( k \) updates its model \( w^t_{C,k} \) and the auxiliary network \( a^t_{C,k} \):

\[
w^t_{C,k} = w^t_{C,k} - \eta \nabla F_{C,k}(w^t_{C,k}, a^t_{C,k})
\]

(3)

\[
a^t_{C,k} = a^t_{C,k} - \hat{\eta} \nabla a F_{C,k}(w^t_{C,k}, a^t_{C,k})
\]

(4)

where \( \eta \) is the learning rate at round \( t \) and \( \nabla F_{C,k}(w^t_{C,k}, a^t_{C,k}) \) is the derivative for a specific mini-batch, i.e., \( \nabla F_{C,k}(w^t_{C,k}, a^t_{C,k}) = \frac{1}{|D_k|} \sum_{x \in D_k} \nabla \ell(x; w^t_{C,k}, a^t_{C,k}) \). After the model update process, the fed server aggregates the client-side models as \( w^t_{C} = \frac{1}{K} \sum_{k \in A_t} w^t_{C,k} \). The auxiliary networks are also aggregated as \( a^t_{C} = \frac{1}{K} \sum_{k \in A_t} a^t_{C,k} \).

**Step 4 (Server-side model update and aggregation, working in parallel with step 3):** While the client-side models are being updated using the local errors, in parallel with step 3, the main server also updates the server-side model. Based on \( g_{w^t_{C,k}}(x) \) received from each client \( k \) in step 2, the main server performs model update according to:

\[
w^t_{S,k} = w^t_S - \eta \nabla F_{S,k}(w^t_S, w^t_C)
\]

(5)
in parallel for all $k \in A_t$, where $\nabla F_{S,k}(w_{S}^t, w_{C}^t) = \frac{1}{|D|} \sum_{x \in D_k} \nabla \ell(g_{w_{C}^t}(x); w_{C}^t)$. Now the server-side models are aggregated as $w_{S}^{t+1} = \frac{1}{K} \sum_{k \in A_t} w_{S,k}^{t+1}$.

After repeating the overall procedure for $T$ global rounds, we obtain $w^{T} = [w_{C}^{T}, w_{S}^{T}]$. This final model is utilized at inference stage to make predictions.

### 3.3. Latency Analysis

**Notations:** Let $|w|$ be the number of model parameters of $w$, and $\alpha$ be the fraction of model parameters in $w_C$; we have $|w_C| = \alpha |w|$ and $|w_S| = (1-\alpha)|w|$. We note that the auxiliary network is our design choice which can be made to have a significantly small number of parameters, i.e., $|a| \ll |w|$. Hence, we neglect the effect of the auxiliary network for latency analysis. We show later in Section 5 that the state-of-the-art performance can be achieved with negligible size of auxiliary network (0.1% of the entire model size $|w|$).

For analysis, we assume that all layers have the same size of $q$. Let $P_{C}$ and $P_{S}$ be the computing powers at the client and the server, respectively. For a given local dataset size $|D|$, model size $|w|$ and computing power $P$, the required time for updating the model for one epoch is assumed to be $\frac{|D||w|}{P}$. Here, we assume that the required time for the forward propagation is $\frac{|D||w|}{1-(1-\beta)|D||w|}$ while the required time for the backpropagation is $\frac{(1-\beta)|D||w|}{P}$. Finally, given a single client, we let both the uplink transmission rate from the client to the server and the downlink transmission rate from the server to the client as $R$. When $K$ clients are communicating with the server simultaneously, the transmission rate of each client reduces to $\frac{R}{K}$.

**Latency:** In the beginning of each global round of our scheme, $K$ clients simultaneously download $w_{C}$ from the server, which requires latency of $\frac{\alpha|w|R}{P}$. The forward propagation and transmitting the output to the main server requires additional latency of $\frac{\alpha(1-\beta)|D||w| + (1-\alpha)|D||w|R}{P_{C}}$. Now in parallel, each client updates its model and sends it to the server for aggregation, while the main server updates the server-side model. The latency is determined by the maximum value of these two, which leads to additional delay of $\max \left(\frac{\alpha|w|R}{P} + \frac{\alpha(1-\beta)|D||w| + (1-\alpha)|D||w|R}{P_{C}}\right)$. Table 1 compares various metrics of different methods.

**Optimal splitting:** Now we have the following question: how should we split the model to minimize the latency? In other words, what is the optimal $\alpha$? The following theorem provides a guideline on splitting the model.

**Theorem 1** If $P_{S} \leq \left(\frac{1}{R|D|} + \frac{\beta}{P_{C}}\right)^{-1}$, optimal $\alpha$ that minimizes the latency of our scheme is

$$
\alpha^{*} = \frac{1}{P_{S} \left(\frac{1}{R|D|} + \frac{1-\beta}{P_{C}}\right) + 1}.
$$

Otherwise, the latency is an increasing function of $\alpha$.

Theorem 1 states that if the computing power of the main server $P_{S}$ is smaller than $\left(\frac{1}{R|D|} + \frac{\beta}{P_{C}}\right)^{-1}$, one can select an appropriate $\alpha^{*}$ as (6) to minimize the latency. Here, the optimal $\alpha$ of (6) decreases with decreasing client-side computing power $P_{C}$, since larger latency is required for updating the client-side model with a smaller $P_{C}$. Moreover, $\alpha^{*}$ decreases with decreasing transmission rate $R$, since exchanging the model parameters between the server and the clients requires more latency with a smaller $R$. If $P_{S}$ is larger than the threshold $\left(\frac{1}{R|D|} + \frac{\beta}{P_{C}}\right)^{-1}$, it is beneficial to assign as many layers as possible to the server.

### 4. Convergence Analysis

In this section, we provide the convergence behavior of our scheme on non-convex loss functions with the following standard assumptions in FL (Li et al., 2019) and local-loss-based training (Belilovsky et al., 2020).

**Assumption 1** The client-side and server-side loss functions are $L$-smooth, i.e., $\|\nabla F_{C}(w) - \nabla F_{C}(v)\| \leq L\|w - v\|$, $\|\nabla F_{S}(w) - \nabla F_{S}(v)\| \leq L\|w - v\|$ hold for all $w, v$.

**Assumption 2** The second moment of the stochastic gradient is upper bounded, i.e., there exists $G_1$ such that $\|\nabla \ell(x; w)\|^2 \leq G_1$ holds for any data sample $x \in \bigcup_{k=1}^{N} D_k$ and any $w$. Similarly, considering the server-side loss, we assume that there exists $G_2$ such that $\|\nabla \ell(g_{w_{C}^t}(x); w)\|^2 \leq G_2$ holds for any data sample $x \in \bigcup_{k=1}^{N} D_k$ and for any $t$.

Note that in each global round $t$, the output distribution of a specific client-side model after forward propagation (which is the input distribution of the server-side model) is determined by $w_{C,k}^{t}$ and $D_k$. We let $z_{C,k}^{t} = g_{w_{C,k}^{t}}(x)$ be the output of the $k$-th client-side model at global round $t$, following the probability distribution of $p_{C,k}(z)$. Here $p_{C,k}(z)$ is time-varying, and we let $p_{C,k}(z)$ be the output distribution of the $k$-th client-side model with $w_{C,k}^t$ and $D_k$.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Computation</th>
<th>Communication</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>FL</td>
<td>$</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td>SplitFed</td>
<td>$\alpha</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>$\alpha</td>
<td>D</td>
<td></td>
</tr>
</tbody>
</table>
We also define the distance between these two distributions as $d_{c,k}^t = \int |p_{C,k}^t(z) - p_{C,k}^t(z)|dz$. Now we provide our main theorem which shows the convergence behaviors of the client/server-side models.

**Theorem 2** Suppose Assumptions 1 and 2 hold. Let $\Gamma_T = \sum_{t=0}^{T-1} \eta_t$. After running the proposed algorithm for $T$ global rounds, the client-side model converges as

$$\frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \eta_t E[||\nabla F_C(w_C^t)||^2] \leq \frac{4(F_C(w_C^0) - F_C(w_C^*))}{3\Gamma_T} + G_1 L \frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \eta_t^2, \quad (7)$$

Moreover, the server-side model converges as

$$\frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \eta_t E[||\nabla F_S(w_S^t)||^2] \leq \frac{4(F_S(w_S^0) - F_S(w_S^*))}{3\Gamma_T} + G_2 \frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \left( \eta_t \frac{1}{N} \sum_{k=1}^{N} d_{c,k}^t + \frac{L}{2} \eta_t^2 \right). \quad (8)$$

Consider a diminishing step sizes $\eta_t = \frac{\eta_0}{1+t}$ which satisfy $\sum_t \eta_t = \infty$ and $\sum_t \eta_t^2 < \infty$. Then, as in the results of (Belilovsky et al., 2020), our algorithms converges to a stationary point: it can be seen from (7) that the right-hand side converges to zero as $T$ grows. Regarding the server-side model, it can be seen from (8) that the sequence of expected gradient norm $E[||\nabla F_S(w_S^t)||^2]$ accumulates around 0 as $t \leq T-1$

$$\inf_{t \leq T-1} E[||\nabla F_S(w_S^t)||^2] \leq O\left(\frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \eta_t \frac{1}{N} \sum_{k=1}^{N} d_{c,k}^t\right).$$

This is in the same form of the result in (Belilovsky et al., 2020) which considers the local-loss-based training method in a centralized setup. The difference here is that our rate $O\left(\frac{1}{\Gamma_T} \sum_{t=0}^{T-1} \eta_t \frac{1}{N} \sum_{k=1}^{N} d_{c,k}^t\right)$ is expressed as the average of distance $d_{c,k}^t$ of all clients, since we consider a distributed setup with multiple clients.

### 5. Experiments

We validate our algorithm on MNIST (LeCun et al., 1998), FMNIST (Xiao et al., 2017) and CIFAR-10 (Krizhevsky et al., 2009). For MNIST and FMNIST, we utilized a CNN having 5 convolutional layers and 3 fully connected (FC) layers as in AlexNet. The number of model parameters is $|w| = 3,868,170$. For CIFAR-10, we utilized VGG-11 with $|w| = 9,231,114$.

**Data distribution:** We distribute the training set of each dataset to the clients for training, and utilized the original test set of each dataset to evaluate the performance of the global model. We consider a system with $N = 1000$ clients. Hence, each client has 60 data samples for MNIST and FMNIST, and 50 data samples for CIFAR-10. Here, we consider two different data distribution setups, IID and non-IID setups. In an IID setup, data samples from each class is equally distributed across all $N = 1000$ clients in the system. Hence, each client has all 10 classes in its local dataset. In a non-IID setup, similar to the data distribution method in (McMahan et al., 2017), the training set is first divided into 5000 shards (12 data samples in each shard for MNIST/FMNIST, and 10 data samples in each shard for CIFAR-10). Then we allocate 5 shards to each client to model the non-IID scenario.

**Model splitting and auxiliary network:** We compare our result with FL (McMahan et al., 2017) and SplitFed (Thapa et al., 2020). In FL, the entire model $w$ is updated at each
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Table 2. Performance of different schemes at a specific time in Fig. 3.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MNIST</th>
<th>FMNIST</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IID</td>
<td>Non-IID</td>
<td>IID</td>
</tr>
<tr>
<td>FL</td>
<td>92.80%</td>
<td>89.02%</td>
<td>78.21%</td>
</tr>
<tr>
<td>SplitFed</td>
<td>96.47%</td>
<td>95.47%</td>
<td>83.42%</td>
</tr>
<tr>
<td>Proposed</td>
<td>97.73%</td>
<td>97.01%</td>
<td>86.70%</td>
</tr>
</tbody>
</table>

Figure 4. Effect of client-side computing power $P_C$ and transmission rate $R$. FMNIST is utilized in a non-IID setup. Our scheme is beneficial especially when the clients have relatively small computing powers and small transmission rates (e.g., mobile/IoT devices).

client and sent to the server for aggregation via FedAvg. In SplitFed and the proposed method, the model $w$ is split into $w_C$ and $w_S$. For the CNN model that is utilized for MNIST and FMNIST, we split the model and allocate the first 4 convolutional layers to the client, and the remaining 1 convolutional layer and 3 FC layers to the server: we have $|w_C| = 387,840$ and $|w_S| = 3,480,330$, i.e., $\frac{|w_C|}{|w|} = 0.10$. A single FC layer with 23,050 parameters is utilized as the auxiliary network at the end of $w_C$. Hence, the size of the auxiliary network is 0.60% of the entire model $w$. For VGG-11 utilized for CIFAR-10, we split the model as $|w_C| = 972,554$ and $|w_S| = 8,258,560$ to have $\frac{|w_C|}{|w|} = 0.11$. A FC layer with 10,250 parameters is utilized as the auxiliary network, which is 0.11% size of the full model $w$.

Implementation details: At each global round, the server randomly samples $K = 300$ out of $N = 1000$ clients in the system to participate. We consider a fixed learning rate of 0.01 and a momentum of 0.9. The mini-batch size is set to 10, and the number of epochs at each client is set to one: at each global round, each participating client performs 6 local updates for MNIST, FMNIST and 5 local updates for CIFAR-10.

Test accuracy versus communication load: Fig. 2 shows the performance of each method as a function of communication load in an IID setup. The proposed idea performs better than SplitFed since the downlink communication for transmitting the backpropagated signals is not required and the size of the auxiliary network is negligible. FL has the worst performance since the entire model $w$ is transmitted between the server and the clients at every global round.

Test accuracy versus training time: In Fig. 3, we evaluate the test accuracy of each scheme as a function of training time. The training time is evaluated by the latency results in Table 1, where the parameters are set to $P_C = 1$, $P_S = 100$, $R = 1$, $\beta = 0.2$. Again, it can be seen that our scheme performs better than SplitFed since each client can update the model directly by its local loss function, without waiting for the backpropagated signal from the server. Moreover, FL requires significantly larger communication/computation time compared to our method for transmitting/updating the full model $w$ at the clients. Table 2 compares the accuracy of each scheme at a specific time ($1.5 \times 10^{11}$ for MNIST, $2.5 \times 10^{11}$ for FMNIST, and $8 \times 10^{11}$ for CIFAR-10). The overall results are consistent with the results in Fig. 3, confirming significant advantage of the proposed idea.

Effect of client-side computing power $P_C$ and transmission rate $R$: In Fig. 4, we observe the performance of each scheme depending on two important parameters, the client-side computing power $P_C$ and the transmission rate $R$. Other parameters are set to be same as in Fig. 3. If both $P_C$ and $R$ are small, FL requires significant computation/communication time and thus achieves lower performance compared to others. However, as $P_C$ and $R$ increases, FL shows comparable performance with our method since updating the entire model at the clients and transmitting the entire model does not require significant delay with large $P_C$ and $R$. The overall results confirm the advantage of our scheme in practical scenarios where clients having low computing powers (small $P_C$) and low transmission rates (small $R$) aim to train a shared global model.

6. Conclusion

We proposed a new federated split learning algorithm that is both fast and efficient in terms of communication requirements. The key idea is to update the client-side and server-side models in parallel via local-loss-based training highly tailored to split learning. We provided an optimal solution on splitting the model to minimize the latency, and presented a theoretical analysis that guarantees convergence.
of the proposed method. Extensive experimental results confirmed the advantage of our idea compared to FL and SplitFed. We believe that our results provide a new direction to the federated/split learning community for training a large-scale model in practical settings.

References


A. Proof of Theorem 1

Case 1: We first consider the case with
\[ \alpha \geq \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1}, \] (9)
which is equivalent to
\[ \frac{\alpha |w| K}{R} + \frac{\alpha (1-\beta) D |w|}{P_C} \geq \frac{(1-\alpha) D |w| K}{P_S}. \]
Hence, we have
\[ \max \left( \frac{\alpha |w| K}{R} + \frac{\alpha (1-\beta) D |w|}{P_C}, \frac{(1-\alpha) D |w| K}{P_S} \right) = \frac{\alpha (1-\beta) D |w|}{P_C}. \]
Now the latency of our scheme can be rewritten as
\[ \frac{(q |D| + \alpha |w|) K}{R} + \frac{\alpha |w| K}{P_C} + \frac{\alpha (1-\beta) D |w|}{P_C}, \] (10)
which is an increasing function of \( \alpha \). To minimize this latency in the range of \( \alpha \geq \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1} \), the optimal solution is \( \alpha = \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1} \).

Case 2: Now consider
\[ \alpha \leq \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1}, \] (11)
which leads to
\[ \frac{\alpha |w| K}{R} + \frac{\alpha (1-\beta) D |w|}{P_C} \leq \frac{(1-\alpha) D |w| K}{P_S}, \]
i.e., \( \max \left( \frac{\alpha |w| K}{R} + \frac{\alpha (1-\beta) D |w|}{P_C}, \frac{(1-\alpha) D |w| K}{P_S} \right) = \frac{(1-\alpha) D |w| K}{P_S} \).
In this case, the latency of our scheme becomes
\[ \left( \frac{|w| K}{R} + \frac{|\beta D| |w|}{P_C} - \frac{|D| |w| K}{P_S} \right) \alpha + \frac{q |D| |w| K}{P_S}. \] (12)
Here, if \( P_S \leq \left( \frac{1}{\eta D} + \frac{\beta}{\eta C R} \right)^{-1} \), the latency is a decreasing function of \( \alpha \) and the optimal solution minimizing the latency becomes \( \alpha = \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1} \) in the range of \( \alpha \leq \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1} \). Otherwise, i.e., \( P_S > \left( \frac{1}{\eta D} + \frac{\beta}{\eta C R} \right)^{-1} \), latency is an increasing function of \( \alpha \).

Now we combine the results of both case 1 and case 2. If \( P_S \leq \left( \frac{1}{\eta D} + \frac{\beta}{\eta C R} \right)^{-1} \), the optimal solution minimizing the latency becomes \( \alpha = \frac{1}{P_S \left( \frac{1}{\eta D} + \frac{1-\beta}{\eta C R} \right) + 1} \). Otherwise, i.e., if \( P_S > \left( \frac{1}{\eta D} + \frac{\beta}{\eta C R} \right)^{-1} \), the latency is an increasing function of \( \alpha \), which completes the proof.

B. Proof of Theorem 2

For notational simplicity, we let \( f_{C,k}(w_C^t) := F_{C,k}(w_C^t, a_C^k) \) and \( f_{S,k}(w_S^t) := F_{S,k}(w_S^t, w_C^t) \).

B.1. Convergence of client-side model

Due to the \( L \)-smoothness of client-side loss function, we can write
\[ F_C(w_C^{t+1}) \leq F_C(w_C^t) + \nabla F_C(w_C^t)^T (w_C^{t+1} - w_C^t) + \frac{L}{2} \| w_C^{t+1} - w_C^t \|^2. \] (13)
Note that we have
\[ w_C^{t+1} = \frac{1}{K} \sum_{k \in A_t} \left( w_C^t - \eta_t \nabla f_{C,k}(w_C^t) \right) \] (14)
\[ \nabla f_{C,k}(w_C^t) = \frac{1}{|D_k|} \sum_{x \in D_k} \nabla \ell(x; w_{C,k}) \] for a given mini-batch \( D_k \subset D_k \). Hence, we can rewrite (13) as follows:
\[ F_C(w_C^{t+1}) \leq F_C(w_C^t) - \eta_t \nabla F_C(w_C^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{C,k}(w_C^t) \right) + \frac{L}{2} \eta_t^2 \left\| \frac{1}{K} \sum_{k \in A_t} \nabla f_{C,k}(w_C^t) \right\|^2. \] (16)
Now by taking the expectations at both sides of (16), we have
\[
\mathbb{E}[F_{C}(\mathbf{w}_{C}^{t+1})] \leq \mathbb{E}[F_{C}(\mathbf{w}_{C}^{t})] - \eta_t \mathbb{E}\left[\nabla F_{C}(\mathbf{w}_{C}^{t})^T \left( \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) \right) \right] (17)
\]
\[
+ \frac{L}{2} \eta_t^2 \mathbb{E}\left[ \left\| \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) \right\|^2 \right] (18)
\]

In the following, we will bound $B_1$ and $B_2$, respectively.

We first consider $B_1$. By defining $X$ as

\[
X = \frac{1}{K} \sum_{k \in A_t} \left( \tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) - \nabla f_{C,k}(\mathbf{w}_{C}^{t}) \right),
\]

we can find the lower bound of $B_1$ as

\[
B_1 = \mathbb{E}\left[\nabla F_{C}(\mathbf{w}_{C}^{t})^T \left( \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) \right) \right] (20)
\]
\[
= \mathbb{E}\left[\nabla F_{C}(\mathbf{w}_{C}^{t})^T \left( X + \frac{1}{K} \sum_{k \in A_t} \nabla f_{C,k}(\mathbf{w}_{C}^{t}) \right) \right] (21)
\]
\[
\geq \mathbb{E}\left[\nabla F_{C}(\mathbf{w}_{C}^{t})^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{C,k}(\mathbf{w}_{C}^{t}) \right) \right] - \mathbb{E}[\mathbb{E}[\nabla F_{C}(\mathbf{w}_{C}^{t})^T X]] (22)
\]

Since $f_{C,k}(\mathbf{w}_{C}^{t}) := F_{C,k}(\mathbf{w}_{C}^{t}, \mathbf{a}_{C}^{t})$ and $A_t$ is chosen uniformly at random among $N$ clients in the system, by the law of total expectation, we can write

\[
C_1 = \mathbb{E}[\|\nabla F_{C}(\mathbf{w}_{C}^{t})\|^2].
\]

Now we consider $C_2$. Note that since $\tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t})$ is an unbiased estimator of $\nabla f_{C,k}(\mathbf{w}_{C}^{t})$, we have

\[
\mathbb{E}[\|\tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) - \nabla f_{C,k}(\mathbf{w}_{C}^{t})\|] = 0.
\]

We also note that $\mathbb{E}[U^TV] \leq \frac{1}{2}\mathbb{E}[\|U\|^2] + \mathbb{E}[\|V\|^2]$ holds for any vectors $U$ and $V$. Hence, we have

\[
C_2 = \mathbb{E}[\|\nabla F_{C}(\mathbf{w}_{C}^{t})^T X\|] (25)
\]
\[
= \mathbb{E}\left[\mathbb{E}\left[\|\nabla F_{C}(\mathbf{w}_{C}^{t})^T X \mid \Omega\|\right]\right] (26)
\]
\[
= \mathbb{E}\left[\|\nabla F_{C}(\mathbf{w}_{C}^{t})^T \mathbb{E}[X \mid \Omega]\|\right] (27)
\]
\[
\leq \frac{1}{4} \mathbb{E}[\|\nabla F_{C}(\mathbf{w}_{C}^{t})\|^2] + \mathbb{E}\left[\mathbb{E}[\|X \mid \Omega\|^2]\right] (28)
\]
\[
= \frac{1}{4} \mathbb{E}[\|\nabla F_{C}(\mathbf{w}_{C}^{t})\|^2].
\]

where the last equality comes from (24).

By inserting (23) and (29) to (22), we obtain

\[
B_1 = \mathbb{E}\left[\nabla F_{C}(\mathbf{w}_{C}^{t})^T \left( \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{C,k}(\mathbf{w}_{C}^{t}) \right) \right] \geq \frac{3}{4} \mathbb{E}[\|\nabla F_{C}(\mathbf{w}_{C}^{t})\|^2].
\]
\[ B_2 = \frac{1}{K} \sum_{k \in A_t} \| \nabla f_{C,k}(w_t^k) \|^2 \]  
\[ \leq \frac{1}{K} \sum_{k \in A_t} \| \nabla f_{C,k}(w_t^k) \|^2 \]  
\[ \leq \frac{1}{K} \sum_{k \in A_t} \left( \frac{1}{|D_k|} \sum_{x \in D_k} \nabla \ell(x; w_t^k) \right)^2 \]  
\[ \leq \frac{1}{K} \sum_{k \in A_t} \left( \frac{1}{|D_k|} \sum_{x \in D_k} \| \nabla \ell(x; w_t^k) \|^2 \right) \]  
\[ \leq G_1 \]  
\[ (31) \]\n\[ (32) \]\n\[ (33) \]\n\[ (34) \]\n\[ (35) \]

where \((a)\) and \((b)\) come from the Cauchy-Schwarz inequality and \((c)\) comes from Assumption 2.

By inserting (30) and (35) to (17), we obtain
\[ E[F_C(w_{t+1}^C)] \leq E[F_C(w_t^C)] - \frac{3}{4} \eta_t E[\| \nabla F_C(w_t^C) \|^2] + \frac{G_1 L}{2} \eta_t^2. \]  
\[ (36) \]

Now by summing up for all global rounds \(t = 0, 1, \ldots, T - 1\), we have
\[ E[F_C(w_T^C)] \leq E[F_C(w_0^C)] - \frac{3}{4} \sum_{t=0}^{T-1} \eta_t E[\| \nabla F_C(w_t^C) \|^2] + \frac{G_1 L}{2} \sum_{t=0}^{T-1} \eta_t^2. \]  
\[ (37) \]

Finally from \(F_C(w_C^*) \leq E[F_C(w_T^C)]\), we can write
\[ \frac{1}{\Gamma T} \sum_{t=0}^{T-1} \eta_t E[\| \nabla F_C(w_t^C) \|^2] \leq \frac{4(F_C(w_0^C) - F_C(w_C^*))}{3\Gamma T} + \frac{G_1 L}{2} \frac{1}{\Gamma T} \sum_{t=0}^{T-1} \eta_t^2 \]  
\[ (38) \]

which completes the proof for the client-side model.

\[ \text{B.2. Convergence of server-side model} \]

Due to the \(L\)-smoothness of the server-side loss function, following the same procedure of the client-side model, we have
\[ E[F_S(w_{s+1}^S)] \leq E[F_S(w_s^S)] - \eta_t E\left[ \nabla F_S(w_s^S)^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_{s,t}^k) \right) \right] \]  
\[ + \frac{L}{2} \eta_t^2 E[\| \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_{s,t}^k) \|^2] \]  
\[ (39) \]\n\[ (40) \]

where \( \nabla f_{S,k}(w_{s,t}^k) = \frac{1}{|D_k|} \sum_{x \in D_k} \nabla \ell(g_{w_{c,k}}^t(x); w_{s,k}^t) \) for a given mini-batch \(D_k \subset D_k\). We will derive the bounds of \(B_3\) and \(B_4\).

We first consider \(B_3\). By defining \(X\) as
\[ X = \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_{s,t}^k) - \nabla f_{S,k}(w_{s,k}^t) \right), \]  
\[ (41) \]
we can write
\[
\mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_S^t) \right) \right] \\
= \mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( X + \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_S^t) \right) \right] \\
\geq \mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_S^t) \right) \right] - \mathbb{E} \left[ \| \nabla F_S(w_S^t)^T X \| \right] \\
\geq \mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \nabla f_{S,k}(w_S^t) \right) \right] + \mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right) \right) \right] \\
\underbrace{- \mathbb{E} \left[ \| \nabla F_S(w_S^t)^T X \| \right]}_{C_1} \\
\underbrace{C_2}_{C_3} (42)
\]

As can be seen in the derivation for the client-side model, we have
\[
C_1 = \mathbb{E}[\| \nabla F_S(w_S^t) \|^2] \quad \text{and} \quad C_3 \leq \frac{1}{4} \mathbb{E}[\| \nabla F_S(w_S^t) \|^2]. \\
(43)
\]

Now we analyze $C_2$. We have
\[
\mathbb{E} \left[ \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right) \right) \right] \\
\geq -\mathbb{E} \left[ \left\| \nabla F_S(w_S^t)^T \left( \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right) \right) \right\| \right] \\
\geq -\mathbb{E} \left[ \left\| \nabla F_S(w_S^t) \right\| \left\| \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right) \right\| \right] \\
\geq -\sqrt{G_2} \left\| \frac{1}{K} \sum_{k \in A_t} \left( \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right) \right\| \\
\geq -\sqrt{G_2} \frac{1}{K} \sum_{k \in A_t} \left\| \nabla f_{S,k}(w_S^t) - \nabla F_{S,k}(w_S^t) \right\| \\
\geq -\sqrt{G_2} \frac{1}{K} \sum_{k \in A_t} \left\| \int \nabla f_{C,k}(z)dz - \nabla F_{C,k}(w_S^t) \right\| \\
\geq -\sqrt{G_2} \frac{1}{K} \sum_{k \in A_t} \left\| \int \nabla f_{C,k}(z)dz \right\| \\
\geq -\sqrt{G_2} \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t. \\
\]

Now we can write
\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(44)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(45)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(46)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(47)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(48)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(49)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(50)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(51)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(52)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(53)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(54)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(55)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(56)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(57)
\]

\[
\sum_{k \in A_t} d_{C,k}^t. \\
\]

\[
C_2 \geq -\mathbb{E} \left[ G_2 \frac{1}{K} \sum_{k \in A_t} d_{C,k}^t \right] \\
= -G_2 \frac{1}{N} \sum_{k=1}^N d_{C,k}^t \\
(58)
\]
since $A_t$ chosen uniformly at random among $N$ clients in the system.

By utilizing the results of $C_1$, $C_2$, $C_3$, we have

$$B_3 = \mathbb{E} \left[ \nabla F_S(w^t_S)^T \left( \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{S,k}(w^t_S) \right) \right] \geq \frac{3}{4} \mathbb{E} \| \nabla F_S(w^t_S) \|^2 - G_2 \frac{1}{N} \sum_{k=1}^{N} d_{C,k}^t$$  \hspace{1cm} (59)

Following the same procedure of the client-side model, for $B_4$, we have

$$B_4 = \| \frac{1}{K} \sum_{k \in A_t} \tilde{\nabla} f_{S,k}(w^t_S) \|^2 \leq G_2.$$  \hspace{1cm} (60)

Now by inserting the results of (59) and (60) to (39), we have

$$\mathbb{E}[F_S(w^{t+1})] \leq \mathbb{E}[F_S(w^t_S)] - \frac{3}{4} \sum_{t=0}^{T-1} \eta_t \mathbb{E}[\| \nabla F_S(w^t_S) \|^2] + \eta_t G_2 \frac{1}{N} \sum_{k=1}^{N} d_{C,k}^t + \frac{L G_2}{2} \eta_t^2.$$  \hspace{1cm} (61)

Summing up for all global rounds $t = 0, 1, ..., T - 1$, we have

$$\mathbb{E}[F_S(w^T_C)] \leq \mathbb{E}[F_S(w^0_C)] - \frac{3}{4} \sum_{t=0}^{T-1} \eta_t \mathbb{E}[\| \nabla F_S(w^t_C) \|^2] + G_2 \sum_{t=0}^{T-1} \left( \eta_t \frac{1}{N} \sum_{k=1}^{N} d_{C,k}^t + \frac{L}{2} \eta_t^2 \right).$$  \hspace{1cm} (62)

Finally from $F_S(w^*_S) \leq \mathbb{E}[F_S(w^T_S)]$, we can write

$$\frac{1}{T} \sum_{t=0}^{T-1} \eta_t \mathbb{E}[\| \nabla F_S(w^t_S) \|^2] \leq \frac{4(F_S(w^0_S) - F_S(w^*_S))}{3T} + G_2 \frac{1}{T} \sum_{t=0}^{T-1} \left( \eta_t \frac{1}{N} \sum_{k=1}^{N} d_{C,k}^t + \frac{L}{2} \eta_t^2 \right)$$  \hspace{1cm} (63)

which completes the proof for the server-side model.

C. Additional experimental results

Instead of parallelizing the server-side update process of SplitFed and our scheme, one can think of updating the server-side model sequentially in the order of arrivals of the results from the clients (Thapa et al., 2020). Fig. 5 shows the results of this idea where “Proposed ver. 2” and “SplitFed ver. 2” denote schemes that sequential server-side update process is applied to our idea and SplitFed, respectively. The parameters are set to be same as in Fig. 3. As expected, although the sequential update method can speed up training in the beginning, the convergence to the optimal solution is not theoretically guaranteed and thus achieves a lower accuracy.

![Figure 5. Effect of sequential update process at the server. CIFAR-10 is utilized for training VGG-11.](image-url)